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Abstract— Software has a far ranging nature and sometimes it is 
difficult to predict the cost. So, it was demanded to develop some 
useful models that predict the accurate cost, schedule and quality of a 
software product. There is a great need to accurately predict the cost 
by selecting the appropriate estimation method. Expert Based 
Judgment is quite successful. Wideband Delphi estimation comes 
under this category. This paper is aimed at implementing a simulator 
in C language which estimates the probability of a successful project 
completion. Feeding PERT (Project Evaluation and Review 
Technique) onto the WBD (Wideband Delphi Estimation) Process 
gives the required probability. Input to the process i.e. optimistic, 
pessimistic and most likely time for each module is given by the 
experts based on their highly specific knowledge. 
Keywords— WBD, PERT, Simulator, Estimation, Accuracy, 
Optimistic, Pessimistic, Expert 
 

I. INTRODUCTION 
Software development effort estimation is the process of 
predicting the most realistic use of effort required to 
develop or maintain software based on incomplete, 
uncertain or noisy input. It is the process of forecasting or 
approximating the time and cost of completing project 
deliverables. Effort estimation has been a critical task for a 
software project that has attracted a considerable amount of 
research within software engineering, but no approach has 
provided consent to produce accurate effort estimates for 
successful software projects [38, 11]. Software has a far 
ranging nature and due to lack of powerful, satisfactory 
techniques, software engineering practitioners continuously 
fail to accurately predict the cost. So there was a great need 
to develop useful models that explain the software 
development life cycle and predict the accurate cost, 
schedule and quality of a software product. Models can be 
classified into two categories- algorithmic and non-
algorithmic. Both of them have pros and cons. A key factor 
in selecting the estimation model is accuracy of the 
estimates, as cost and schedule overruns are not uncommon 
on large scale software.  
A. Need of Accurate Estimation 
 It is necessary for defining the resources needed to 

produce, verify and validate the software products for 
managing software development activities. 

 It can help to classify and prioritize development 
projects with respect to an overall business plan. 

 It can be used to determine what resources to commit 
to the project and how well these resources will be 
used. 

 It can be used to assess the impact of changes and 
support re-planning. 

 Projects can be easier to manage and control when 
resources are better matched to real needs. 

 Customers expect actual development costs to be in 
line with estimated costs.  

 
Fig.1 Cost Estimation Process 

 
B. Problems with Poor Estimation 
1. Under estimation: In case of underestimate, the 

software organization will make a loss and also delay 
the delivery of software. The delay can cause disruption 
to the user organization and also invites penalty on the 
software organization. 

2. Estimation occurs at wrong time: Most estimates are 
made at the beginning of a project, before requirements 
are defined and thus before the problem is understood. 
Every software is unique, and it is impossible to 
estimate software accurately, when it’s being done for 
the first time. 

3. Estimated time is always used: Most programmers 
also tend to spend the allocated time on a task. If 
something is estimated to take two days, the 
programmer makes sure that it takes two days. Even if 
he finishes early, he will tune and polish his solution, or 
just slack off, until the allocated time is spent. This 
creates a situation, where nothing gets done faster than 
the estimates, but some things will take longer than the 
estimates. 

4. Business relies on estimations too heavily: Some 
companies the whole sales and marketing departments 
rely so heavily on estimations that any kind of delay 
will cause major problems for the company. 

5. Wrong people do the estimates: Estimates should be 
made by the programmers themselves. Sometimes team 
leads can do the estimates for them, but the game is lost, 
if someone with an MBA does the estimates. Run and 
don’t look back, if this happens in your company. 

6. Measurement problems: Estimating the size of the 
measure (e.g. how many function points), estimating the 
total number of programmer months that have elapsed, 
estimating contractor productivity (e.g. documentation 
team) and incorporating this estimate in overall estimate. 
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II. SOFTWARE ESTIMATION TEHNIQUES 
Significant Research was carried out by Boehm in software 
cost modelling which began with the extensive 1965 study 
of the 105 attributes of 169 software project. This led to 
some useful partial models in the late 1960s and early 
1970s. Although much work was carried on developing 
models of cost estimation, all of them were in same 
dilemma: “It was very difficult to predict the accurate cost 
of software development as software grew in size and 
importance it also grew in complexity.” The fast changing 
nature of software development has made it very difficult to 
develop parametric models that yield high accuracy for 
software development in all domains. Software 
development costs continue to increase and practitioners 
continually express their concern over their ability to 
predict accurately the costs involved. This was a major 
pitfall experienced. Development of useful models that 
constructively explain the development life-cycle and 
accurately predict the cost of developing a software product 
was a major objective. Hence, many Software estimation 
models have been evolved.  
 

 
Fig 2 Software Estimation Techniques 

 
A. Selecting an estimation method 
 Formal software development effort estimation model 

have been around for more than 40 years. They are 
often used in many software engineering books, user 
friendly tools. In spite of this massive effort and 
promotion, formal estimation models aren’t in much 
use. 10 out of the 16 studies reviewed in “Estimation of 
Software Development Work Effort: Evidence on 
Expert Judgment and Formal Models” [11] report that 
using judgment based effort estimation methods led to 
more accurate effort estimates than using sophisticated 
formal models.  

 Second, little work has been done on judgment based 
effort improvement process. Most of the software 
industry use judgment based estimation methods.  

 Third, an important reason for the rejection of formal 
models might be that experts’ highly specific 
knowledge—for example, about the developers who 
are supposed to do the work—frequently can’t be 
included properly as model input. It’s understandably 
difficult to trust an estimation method unable to make 
use of strongly relevant information. It’s hardly 
possible to unite highly specific knowledge with the 

need to establish general relationships in formal 
models; that is, this limitation isn’t a question of 
improved models. In short, there are very good reasons 
to claim that future estimation process improvement 
and research initiatives should aim at better judgment-
based effort estimation processes and not at better 
formal models. 

 Fourth, All meaningful estimation models require 
judgment to produce the input to the models. This 
might include judgment of complexity, team skill, and 
the customers’ requirements for the system. This means 
that software companies benefit from a stronger focus 
on better judgment-based processes—even when they 
choose to apply estimation models, for example, in 
combination with expert judgment.  

 Fifth, Accuracy of judgment based effort estimation is 
not up to the mark i.e. far from perfect. For example, 
they frequently involve a high degree of wishful 
thinking and inconsistency. The surprising observation 
is therefore that estimation models haven’t managed to 
produce more accurate effort estimates. This 
observation is even more surprising when you consider 
that models seem to outperform expert judgment in 
most other disciplines [21].  

 Finally, according to Magne [11], Judgment-based 
estimates tend to have a higher degree of wishful 
thinking.  A major advantage of a parametric model is 
that it doesn’t modify its estimates when customers, 
managers, or marketers apply pressure. The only way 
you can get a parametric model to reduce its estimates 
is by going on record to make a visible change in the 
project’s estimated size or in its productivity-driver 
parameter ratings. Thus, using a calibrated parametric 
model enables negotiation of the price of a software 
development contract to be driven by objective 
adjustment of project size or productivity-driver 
parameters, rather than by a contest of wills between 
self-described experts. 

 For known projects and projects parts, we should use 
expert judgment method or analogy method if the 
similarities of them can be got, since it is fast and under 
this circumstance, reliable. 

 Using multiple people to estimate is better than one 
person, it increases the chances of identifying issues 
that some people may miss, as group sizes increase, the 
potential for communication failures increases at a 
faster rate.  
 

III.  PROJECT ESTIMATION: WIDEBAND DELPHI (WBD) 
The Delphi method was developed in the 1950s by RAND 
Corporation in Santa Monica, California. It consists of a 
process with two or more rounds and assessments of first 
round are altered by the second round or if experts want, 
they may stick to the previous results. The survey is done 
using a questionnaire. It is mostly used for long-range 
forecasting (20-30 years), because the only information 
available is expert’s knowledge. Delphi studies are mainly 
applied in science, technology and education contexts, but 
one can think of different occasions. Delphi is a process 
with preparation, a survey in two or more rounds and 
application (implementation) when the survey is completed. 
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A. History 
Delphi method was developed in 1950’s by the RAND 
Corporation Santa Monica, California, in Operations 
research.  [61] It came from Delphi oracle, “Delphi” is a 
name which was intentionally coined by Kaplan, an 
associate professor of philosophy at the UCLA working for 
the RAND Corporation in a research effort directed at 
improving the use of expert pre-dictions in Policy-making. 
The foundation of the temple at Delphi and its oracle took 
place before recorded history. Greeks and some other 
people came to Delphi to consult the prophetess, who was 
known as Pythia. Her words were taken to reveal the rules 
of god. Pythia’s function was to tell the divine purpose in a 
normative way in order to shape coming events. One should 
consider that the Delphi monastery was one of the very few 
spots on the earth where knowledge was accumulated, 
ordered and preserved. The information came in from the 
ambassadors through their queries and the answers were 
written down on metal or stone plates, several of them 
found by archaeologists. The temple was the locus of 
knowledge, or, if we put it more mundanely, the Delphic 
oracle was probably the largest database of the ancient 
world. The priests could read and write; who else could do 
so in Greece? If due allowance is made for these circum-
stances, modern psychology will find no special difficulties 
in accounting for the operations of the Pythia and of the 
priests interpreting her utterances. Knowledge was intended 
to be used and disseminated to make the world better.  
B. Definition 
 'Standard-Delphi-Method' in the following way: 'It is a 
survey which is steered by a monitor group, comprises 
several rounds of a group of experts, who are anonymous 
among each other and for whose subjective-intuitive 
prognoses a consensus is aimed at. After each survey round, 
a standard feedback about the statistical group judgment 
calculated from median and quartiles of single prognoses is 
given and if possible, the arguments and counterarguments 
of the extreme answers are fed back...' [59] 
C. The Process 
Figure 3 shows the activities undertaken when performing 
WBD for a project. 
 Initially, all participants must understand the 

objectives of the technique.  
 During the estimation process each individual will 

use a standard form to record their estimation figures 
and any notes deemed relevant. The estimation 
session will continue until each individual has 
produced estimation figures, at which point 
facilitator retrieves the figures. 

 The facilitator assesses the estimates and prepares a 
presentation including all the estimation figures, task 
list based upon system requirements, any identified 
factors affecting the task estimation process. A 
simple graph or table should be used to capture these 
figures.  

 If convergence has not been achieved, then facilitator 
will present the estimates and task list to the 
projected team. All estimators recognize the valid 
tasks that have been missed and any other factors 
that are necessary to be taken.  

 
Fig. 3 Wideband Delphi Estimation Process Flow  

 
The estimates plotted may look something like the 
following: 

 
Fig. 4 Estimates after different rounds 

 
You can apply one or both of two established methods; the 
three point method, also known as weighted average, and 
the nominal or Delphi method.  In the three point method, 
you survey your experts about a task and ask them to come 
up with the best case duration, the worst case duration, and 
the most likely.  Average them all out and apply them to the 
formula: 

Work effort = [(Best Case) + (Worst Case) + (Most Likely x 4)] / 6 
 

D. WBD Strengths  
 It is a simple technique not requiring estimation experts.  
 Applicable to original projects where no previous 

metrics exist  
 The process is an inclusive approach using all the 

project team to perform an active role in estimation  
 Estimation figures are produced by team consensus 

through estimation iteration sessions. More likely to 
mitigate impact of large individual errors  

 An expert judgment driven technique using developers 
to estimate. They are most likely to understand 
technical complexity and challenges when considering 
the requirements in context  

 
E. WBD Weaknesses 
 Must have strong facilitator for estimation sessions 

to remain unbiased  
 Estimates are no better than the abilities of the 

participants  
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IV. PERT 
(Project) Evaluation and Review Technique (PERT) is a 
project management tool used to schedule, organize, and 
coordinate tasks within a project. It is basically a method to 
analyze the tasks involved in completing a given project, 
especially the time needed to complete each task, and to 
identify the minimum time needed to complete the total 
project. In the network analysis, it is implicitly assumed 
that the time values are deterministic or variations in time 
are insignificant. This assumption is valid in regular jobs 
such as maintenance of a machine etc., construction of 
building or road, planning for production, as these are done 
from time to time and various activities could be timed very 
well. However, in research projects or design of a gear box 
of a new machine, various activities are based on judgment. 
A reliable time estimate is difficult to get because the 
technology is changing rapidly. Time values are subject to 
chance variations. 
A. Objective 
The main objective of PERT is to find out the completion 
for a particular event within specified date. If yes, what are 
the chances of completing a job? The PERT approach 
takes into account the uncertainties. In this approach, three 
time values are associated with each activity: the optimistic 
value, the pessimistic value, and the most likely value. 
These three time values provide a measure of uncertainty 
associated with that activity. 
B. Description 
PERT planning involves the following steps that are 
described below:  
1. Identify the specific activities and milestones. The 
activities are the tasks required to complete a project. The 
milestones are the events marking the beginning and the 
end of one or more activities. It is helpful to list the tasks in 
a table that in later steps can be expanded to include 
information on sequence and duration.  
2. Determine the proper sequence of the activities. This 
step may be combined with the activity identification step 
since the activity sequence is evident for some tasks. Other 
tasks may require more analysis to determine the exact 
order in which they must be performed.  
3. Construct a network diagram. Using the activity 
sequence information, a network diagram can be drawn 
showing the sequence of the serial and parallel activities. 
Each activity represents a node in the network, and the 
arrows represent the relation between activities. Software 
packages simplify this step by automatically converting 
tabular activity information into a network diagram.  
4. Estimate the time required for each activity. Weeks 
are a commonly used unit of time for activity completion, 
but any consistent unit of time can be used. A 
distinguishing feature of PERT is its ability to deal with 
uncertainty in activity completion time. For each activity, 
the model usually includes three time estimates: 
 Optimistic time – generally the shortest time in which 

the activity can be completed. It is common practice to 
specify optimistic time to be three standards deviations 
from the mean so that there is a approximately a 1% 
chance that the activity will be completed within the 
optimistic time. This is denoted by t (o).  

 Most likely time – the completion time having the 
highest probability. Note that this time is different from 
the expected time. It is denoted by t (m). 

 Pessimistic time – the longest time that an activity 
might require if everything goes wrong. This is denoted 
by t (p). 

PERT assumes a beta probability distribution for the time 
estimates. For a beta distribution, the expected time for 
each activity can be approximated using the following 
weighted average:  
Expected time = (Optimistic + 4 * Most likely + Pessimistic) / 6 

 
Fig. 4 Time Distribution Curve 

 
This expected time may be displayed on the network 
diagram. To calculate the variance for each activity 
completion time, if three standard deviation times were 
selected for the optimistic and pessimistic times, then there 
are six standard deviations between them, so the variance is 
given by:  

 2= [(Pessimistic - Optimistic) / 6]2� 
5. Determine the critical path. The critical path is 

determined by adding the times for the activities in each 
sequence and determining the longest path in the project. 
The critical path determines the total calendar time 
required for the project.  

6. Update the PERT chart as the project progresses. 
Make adjustments in the PERT chart as the project 
progresses. As the project unfolds, the estimated times 
can be replaced with actual times. In cases where there 
are delays, additional resources may be needed to stay 
on schedule and the PERT chart may be modified to 
reflect the new situation.  

The expected duration of the project and variance can be 
known easily by using the formulas. If the exact probability 
distribution of the path is known, it would have been easy 
to find out the probability of completing the project in a 
given time. Since the variance of the path is known, the 
CHEBYCHEV INEQUALITY could be used to get an 
estimate of probability for as given duration: 

Di=  

Prob [project duration x days] =? 
Prob [Z<= Di] = q   [can be checked by Normal 
Distribution Table] 
Hence the probability of finishing the job in less than or 
equal to x days is q. The physical meaning of this statement 
is: If the job is done hundred times under same conditions, 
then there will be q occasions when this job will take x days 
or less to complete it. 
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C. Benefits 
PERT is useful because it provides the following 
information:  

 Expected project completion time  
 Probability of completion before a specified date 
 The critical path activities that directly impact the 

completion time 
 Activity start and end date.  

D. Prerequisites  
 Personnel should already have a good 

understanding of formal project management 
terminology, tools, and techniques  

 PERT form template of equivalent tool (e.g. 
software) 

 Choose the most appropriate scheduling method  
Select and organize a team to perform project tasks. 
E. Limitations 

 The activity time estimates are somewhat 
subjective and depend on judgment. In cases 
where there is little experience in performing an 
activity, the numbers may be only a guess. In other 
cases, if the person or group performing the 
activity estimates the time there may be bias in the 
estimate. 

 Even if the activity times are well-estimated, 
PERT assumes a beta distribution for these time 
estimates, but the actual distribution may be 
different. 

 Even if the beta distribution assumption holds, 
PERT assumes that the probability distribution of 
the project completion time is the same as that of 
the critical path. Because other paths can become 
the critical path if their associated activities are 
delayed, PERT consistently underestimates the 
expected project completion time.  

 The underestimation of the project completion 
time due to alternate paths becoming critical is 

perhaps the most serious of these issues. To 
overcome this limitation, Monte Carlo simulations 
can be performed on the network to eliminate this 
optimistic bias in the expected project completion 
time. 

 
V. PROPOSED WORK 

Estimating the probability of project completion by 
design of “SIM_DEL” Simulator in “C” 

A. Algorithm 
1. Identify the Expert Panel and arrange the session. 

Goto Step 2 
2. KICKOFF MEETING: 

 Discuss Core Responsibilities, WBS and 
Project Risks. 

 Discuss the available resources for project. 
 Provide estimation checklist to experts and 

provide opportunity to discuss it. 
 Goto Step 3 

3. Experts give us initial estimates by judging the 
information. Goto Step4 

4. DELPHI ESTIMATION MEETING: 
 Each expert gives us the optimistic t(o), 

pessimistic t(p) and most likely time t(m). 
 Average estimate is calculated and 

communicated to the Panel 
 Differences are observed. 

o  If the difference is major: 
{Expert with the widest deviation from mean 

is asked to explain how he came across 
this}. Go to Step 4 again 

o Else 
{Go to Step 5} 

 

 
Table 1 Normal Distribution Table 
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5. SIM_DEL ESTIMATOR 
 Expected Time t(e) and Standard Deviation  

is calculated 

t (e) =   

  

 Determine the Early Start Time 
o Initial Event is supposed to occur at time 

equal to zero i.e. E1=0  
o Next event is supposed to occur when 

preceding activities are completed. The 
earliest time Ej for node j is given by Ej = 

i [Ei + Dij] where I is a collection of 

nodes which precede node j. 

o Repeat this step for next eligible activity 
until the end node is reached. 

 Determine Critical Path  
o It determines the sequence of critical 

activities. It is the longest path from starting 
event to ending event. 

 Estimate the Probability of Project completion 

Di=  

Prob [project duration x days] =? 
Prob [Z<= Di] = q   [can be checked by Normal 
Distribution Table] 
 
 

 
 

 
B. Flowchart 
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VI. RESULTS 
 

 
 

 

 

 
 

VII. CONCLUSION AND FUTURE WORK 
If this project is performed 100 times under the same 
conditions, there will be 30 chances when this job would 
take 41.5 weeks or less to complete it. As an alternative to 
the PERT technique and to provide a greater degree of 
flexibility in specifying likely activity durations, we can use 
MONTE- CARLO SIMULATION techniques to evaluate 
the risks of not achieving deadlines. It involves calculating 
the activity completion times, each time selecting estimated 
activity times randomly (RANDOM No.)  From a set of 
estimates. 
 

 Scheduled time of completing the event is 41.5 
weeks. Therefore the distance in standard 
deviations: 

   D(i) = [41.5 – 42.8] / √6.12 = -0.52 
 P[Z>= -0.52] = 1-P[Z<=0.52]=  

                       = 1- 0.70 = 0.30 
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